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Collaborators



AI plays as X

Reward

ActionState ActionState

Reward
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RL is learning how to act through trial and error interaction with the world.

How to map states to actions to maximise long-term reward.

We call this mapping a policy 𝝅.

What is reinforcement learning (RL)?

Environment

Agent
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What can reinforcement learning do?

Reinforcement 

learning agents do 

not explain their 

decisions.

TD-Gammon (Tesauro, 

1992)

AlphaGo (Silver et al., 2016) RoboCup (Riedmiller & Gabel, 2007)

Atari (Minh et al. 2015) Autonomous Driving 

(ML4AD@NeurIPS)

Nuclear Fusion Reactor Control (Seo et al. 2024)

https://www.csd.uwo.ca/~xling/cs346a/extra/tdgammon.pdf
https://www.csd.uwo.ca/~xling/cs346a/extra/tdgammon.pdf
https://www.nature.com/articles/nature16961
https://people.cs.pitt.edu/~mosse/courses/cs1567/reidmiller_robocup.pdf
https://www.nature.com/articles/nature14236
https://ml4ad.github.io
https://www.nature.com/articles/s41586-024-07024-9


Certain features of their observations influence the 

behaviour of reinforcement learning agents.

Contribution: A mathematical framework for 

explaining agent behaviour using the influence of 

features.
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Understanding agent behaviour



Compute the influence of features by observing the 

behaviour change caused by their removal.

Features are interdependent, removing one feature 

does not properly capture its influence.
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How to compute the influence of features
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Shapley values

Shapley values are the unique solution to the contribution assignment problem

satisfying the four axioms of efficiency, symmetry, nullity and linearity.



A collection of cooperative games played by features of an agent’s observation whose 

outcomes are different aspects of the agent-environment interaction.

Explaining Policy

Explaining Performance

Explaining Performance Prediction
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Shapley Values for Explaining Reinforcement Learning



The contribution of feature values to the probability 

of selecting action    in state   .
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Explaining policy



Agent plays as X.

Features are the grid 

squares.
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Explaining Tic Tac Toe



Features are the 16 grid squares.
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Explaining Minesweeper



● SVERL: The complete framework.

● How to approximate SVERL in large and complicated domains.

● Real-world applications of SVERL.
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Current and future work



Lead by Prof Özgür Şimşek

My email: djeb20@bath.ac.uk

Thanks for listening!
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Bath Reinforcement Learning Lab

mailto:djeb20@bath.ac.uk

	Slide 1: How to Explain Reinforcement Learning with Shapley Values
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 15
	Slide 16
	Slide 17
	Slide 18

