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Three cooperative games played by the value of features 𝓕 in state 𝒔 whose outcomes are different aspects of agent-environment interactions.

1. EXPLAINING POLICY

Outcome: 𝜋𝑠
𝑎: 2 ℱ → 0, 1

The probability of selecting action 𝑎 at state 𝑠 when 
only the values of features 𝒞 are known.

The contribution of feature values to the probability 
of selecting action 𝒂 in state 𝒔.
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Despite its significant potential, such as controlling nuclear fusion reactors, 
uninterpretable agent behaviour hinders the deployment of reinforcement 
learning at scale.

We introduce Shapley Values for Explaining Reinforcement Learning (SVERL), 
a mathematical framework for explaining agent-environment interactions.

WHAT ABOUT INTERACTIONS?

Certain features of an agent’s observations influence different aspects of 
environment interactions: policy, performance and performance prediction.

Example: Autonomous vehicle using directions and distances (features) to 
navigate the shortest path to a destination.

COMPUTING FEATURE INFLUENCE

An example of the contribution assignment problem from cooperative game 
theory.

A cooperative game is a set of players ℱ  and a characteristic function 

𝑣: 2 ℱ → ℝ. 

Contribution assignment problem: How to assign the contribution 𝜙𝑖 𝑣  of 
player 𝑖 to the outcome of the game (ℱ, 𝑣)?

Shapley value:

This unique solution satisfies four axioms specifying the fair distribution of 
credit across players. 

CONTRIBUTION

SVERL is a mathematical framework for explaining agent-environment 
interactions using the influence of features on policy, performance and 
performance prediction. 

In simple domains, SVERL produces meaningful explanations that match 
human intuition. In complex domains, the explanations reveal novel insight.

OVERVIEW

3. EXPLAINING PERFORMANCE PREDICTION

Outcome: 𝑉𝑠
𝜋: 𝑠 ℱ → ℝ

The expected return from observation 𝑠𝒞  when 
following policy 𝜋.

The contribution of feature values to predicting 
performance from state 𝒔.

2. EXPLAINING PERFORMANCE

Outcome: 𝑣𝑠
𝜋: 𝑠 ℱ → ℝ

The expected return from state 𝑠 when policy 𝜋 only 
knows the values of features 𝒞 at state 𝑠.

The contribution of feature values to performance 
from state 𝒔.

SHAPLEY VALUES FOR EXPLAINING REINFORCEMENT LEARNING (SVERL)

EXPLAINING TAXI

1. How can SVERL be approximated in large domains?

2. How can the steady-state distribution 𝑝𝜋(𝑠) be efficiently approximated?

3. How can agent-environment interactions be explained for a continually learning 
agent?

4. How can combining explanation and behavioural models exploit shared structure 
to explain interactions as part of behaviour?
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